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Q1. Assume the graph to the right: 

· Write the order of the states to be visited using the depth-first, breadth-first, and best-first search algorithms, if you started from B. 
· If the goal state is E, which is the fastest algorithm for finding the solution?
=============================================================
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Q2. The Haikal’s Question:

Consider the following decision tree.
- Draw the complete data table corresponding to this
tree.  
- Cluster the data using attribute “a”
- Draw a decision tree to classify all clusters
- Drive 2 decision rules per each cluster
- Can you drive 5 association rules with 3 conditions and 
   frequency greater than or equal to 1/7
- Using the k-nearest neighbor with the given clusters, 
   what is the decision of the point (e = 3, b = 1, c = 2)
=============================================================
Q3. Mark the correct sentences

1. Learning by being told is a supervised learning algorithm


(   )
2. When using clustering, decision trees must be obtained for each cluster 
(   )
3. Learning is the process of transferring data into knowledge


(   )
4. The difference between association rules and decision rules is that one of them have decisions and the other describe relationship among conditions
(   )
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Absorbing state is a state where the robot gets stuck in it forever

(   )
=============================================================

Q4. Consider the following decision tree:

Convert this decision tree into a set of decision rules. 
a) If you are given the case (a = 1) (c = 0) (d = 0) (e = 1), 

what decision can you drive using backward chaining? 

Explain your answer using queues and trees.
b) List the domain of all attributes. 

Design two different neural networks such that the output 

units represents all actions, and the input units represent 

attributes appear in the conditions only.
=============================================================
Q5. Suppose you have the following probabilities:

P(x | a, ~b, ~c) = 0.2
 P(y | a, ~d, ~c) = 0.3 
P(x | ~a, b, ~c) = 0.4
 P(y | ~a, d, ~c) = 0.5 
P(x | ~a, ~b, c) = 0.6
 P(y | ~a, ~d, c) = 0.7 
P(z | x, ~y, ~t) = 0.5
 P(z | ~x, y, ~t) = 0.4 
P(z | ~x, ~y, t) = 0.3
 P(a) = P(t) = 0.8
 P(d) = P(b) = 0.3
P(c) = 0.4
a. Draw the corresponding Bayesian Network, and obtain all truth tables for all nodes.   
Calculate the probability of (~z, y, x, ~a, b, ~c, d, ~t)
=============================================================

Q6. Consider the following three decision trees:

a) Convert these three decision trees into a set of decision rules. 

b) If you are given the case (b = 1) (c = 1) (e = 0), what decision can you drive using backward chaining? Explain your answer using queues and trees.
c) List the domain of all attributes. Design two different neural networks such that the output units represents all actions, and the input units represent attributes appear in the conditions only.
d) Can you merge these decision trees into one decision tree? If yes, please explain?
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Q7. Assume the search space in the following graph

a) Write the order of the states to be visited using

the depth-first, breadth-first, and best-first search 

algorithms. 
b) If the goal state is E, which is the fastest algorithm 

for finding the solution?
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=============================================================

Q8. Assume the search space in the following graph

· If the initial state is B, write the order of the states 
to be visited using the depth-first, breadth-first,  and best-first search algorithms. 
· If the goal state is A, which is the fastest algorithm 

for finding the solution?
=============================================================
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Q9. Assume the search space in the following graph:

a)  If the initial state is A, write the order of the states to be visited using depth-first, breadth-first and      best-first algorithms.
b) If the goal state is C, which is the fastest algorithm 
             for finding the solution?
Costs:
A to B=1, A to C=3, A to E=5, B to C=3, B to D=2, B to G=4, C to E=2, D to A=3, D to E=4, E to F=4, F to A=3, F to C=5, and G to C=3.
Q10. Compare the breadth-first and depth-first search algorithms with regards to the following points:

· Memory Usage
· Finding a goal state
· Possibility of getting trapped
· Finding a solution
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