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State-Space Diagonalization Function

Eign values and eign vectors
Definition: for a given matrix A, if ther exist a real (complex)
A and a corresponding vector v#0, such that

Av=Av
Then A is called eign value and v is the eign vector

Le. (A—A)v=0
And since v#0
Then

(A—Al)=0
det(A—AI)=0

i.e



Eigenvalues of an n X n Matrix A.

The eigenvalues are also called the characteristic roots. Consider, for example,

the following matrix A:

A:

AT — A| =

0
0

=06

A
0
6

1
0

—11

1
A
11

)
1
A+ 6

= A’ + 6A% + 11A + 6

= (A + 1A +2)A+3)=0

The eigenvalues of A are
the roots of the
characteristic equation,
or-1,-2, and -3.



Example
0 1
A=
then the eign valueis the solution of ‘/11 - A‘ =0

A —1

Al — A= =0
-8 (A+2)

A+21-8=0=(1+4)(1-2)
then
A=-4 and A, =2



Eign vectors are obtained as

at l = -4 at /12 — 2

(A41-A)y, =0 (A1-Aw, =0

l.e. i.e.

|:—4 —1:||:v11:|:() 2 —1 Vzl ~0
-8 =2|v, 8 4 |v,
LoV = _4V11 SV, = 2\/2



For all eign values and vectors

Av, = AV ;

i=0,l1,...,n

These equations can be written in matrix form

thus

AV =VA

V=[v, v, v |
_/11 0
A=)t
0 0

= diag{

A,i=12,---.n

1



thus £
e =¢(t)=I+At+A25+...

eAt — Ve/\tV—l
2
e =¢(t)=]+At+A2%+...

et = , =diag(e™,i

'=1,2,...,n)

Then for a given system has a system matrix A and a state vector X

The diagonal system matrix Ad and state Xd

A, = A =T "AT
x =Tx ,;x, =T 'x
T V' = eign vector
A, =V 14V

B, =V 'B,

c,6 =0C.T

D

matrix



Example 2: find the transformation into diagonal form and the state transition matrix of examplel

S

1 1fer o1 1|
) {—4 2} 0 & {—4 2}
L, 11 1je” 02 -1
) 7{-4 2} 0 e L 1}

Discus how to obtain the transformation matrix between two representation



Diagonal Canonical Form
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Alternative Form of the Condition for Complete State Controllability.

x = Ax + Bu

where x = state vector (n-vector)

u — control vector (r-vector)

... —_— e A PRI T s 'Il-:t

A = 1 X i matii
B = n X r matrix

If the eigenvectors of A are distinct, then it is possible to find a transformation matrix
P such that

[ g



Controllability and Observability

*Determine and control the system state from the observation of
the output over a finite time interval.

*The concepts of controllability and observability were introduced
by Kalman.

* They play an important role in the design of control systems in
state space.

*|n fact, the conditions of controllability and observability may
govern the existence of a complete solution to the control system
design problem.



The vectors

__1_ _'l_
X1 = 2 X, = 0 2
[ 3_ 1]

are linearly dependent since
X1 ™ X — X3 =

The vectors

ol
—
I
sd D =
gl
[
Il
i

are linearly independent since
(Vi TV TGy =10

implies that

VY




Note that:
* if an nxn matrix is nonsingular (that is, the matrix is of rank n or the
determinant is nonzero) then n column (or row) vectors are linearly
independent.
*If the nxn matrix is singular (that is, the rank of the matrix is less than n
or the determinant is zero), then n column (or row) vectors are linearly
dependent

To demonstrate this, notice that

= singular

— nonsingular
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CONTROLLABILITY

A system is said to be controllable, if every state variable of the process can be
controlled to reach a certain objective in a finite time by some unconstrained
control u(t)

Or

A system is said to be controllable at time t, if there exist a piecewise unconstrained
continuous input “u(t)” (control vector) that will transfer the system from any initial
state x(t,) to any other state (final state) in a finite interval of time; t; t, 20.

Complete State Controllability of Continuous-Time Systems
X = Ax + Bu
where x = state vector (n-vector)
u = control signal (scalar)

A = n X nmatrix
B = n ¥ 1 matrix



The system described by X = Ax + Bu | to be state controllable at t=t0 if

it is possible to construct an unconstrained control signal that will transfer an initial
state to any final state in a finite time interval O=t=1

If every state is controllable, then the system is said to be completely state
controllable.

iy
x(1) = e*x(0) +/ AT Bu(r)dr
0

Applying the definition of complete state controllability just given,

"
x(f,) = 0 = e*1x(0) +/ AT By (1) dr
0

I'I_].

K(O) = _/ IE_ATBH(’T) dr ‘ 1(0} — — EA‘E‘ B,Bk
0 k=0



n—1

x(0) =—;—%Ar‘<Bﬂk ——[B | AB | - i A"'B]

The system is completely state controllable if and only if the vectors
B. AB, ..., A"~ IR are linearly independent

[B . AB - Aﬂ_lﬂ] is of rank n




Another prove
2

e = J(6)= I + At + A % ‘. X(1) = $(0)x(0) + [t = 7)Bu()
x(t) = e x(0) + [ Bu(z)

x(2) =e"x(0) + eA’je"Bu(r)

2

x(t) = (I + At + A % T )[x(0) + [e " Bu(z)dz
The effect of input u(t)#0 implies  [e " Bu(z)dz #0
0

AZTZ

e "Bu(t)=[I At o ...]Bu(r)

1

Ir
[B AB A’B--] 72 u(r)

2!

Then the necessary condition to control x(t)

B AB A'B---A"'B|#0



Observability

e Definition:
— For a dynamic system described by state variable

x = Ax+ Bu
y = Cx+ Du.

— The state x is said to be observable if for a given
input u(t) within a finite time ¢, >z, and the
output y(t) and by the knowing of system
parameters (A,B,C and D) the initial state x(to) is
determined



2

W(6) = C x(t) = C(I + At + A % £ )[x(0) + [ Bu(z)dr]

2

9(6)— Cle " Bu(z)dr = C(I + At + A % +..)x(0)

2

(1) - Cie‘”Bu(r)dr [l It I% N

- -1

C
CA :

C
CA

cA™

x(0)

*(0)=| . [IItI%...]'l(y(t)—Cie"A’Bu(r)dr)

It implies that must be nonsing

ular



If the system is completely observable, then, given the output y(t) over a time interval
x(0)0 = t = f;determined from Equation

_C
It can be shown that this requires _Ef}
the rank of the nm*n matrix
to be n.
| CAﬂ_l |

The system is completely observable if and only if the n*nm matrix

[C* 1§ A*C* (AF)"~1C* ]

is of rank n or has n linearly independent column vectors. This matrix is called the
observability matrix.



Consider the system described by

Y




Show that the following system is not completely observable:

Yy

X\ = Ax + Bu

}J:

0 0

-6 —11

Cx

—_— L
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Diagonal representation of SS model and its relation to Observability and controlability and

X(t) = T X()+| . ju()

| ﬁn_ b
y=le, ¢ - e x@)

Discuss the relation between Observability and controlability and the coefficient of B and C matr



