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State-Space Diagonalization Function

Eign values and eign vectors
Definition: for a given matrix A, if ther exist a real (complex) 

λ and a corresponding vector v≠0, such that

vv λ=A

٢

Then λ is called eign value and  v is the eign vector

i.e. 

And since v≠0

Then

i.e

vv λ=A

0)( =− vIA λ

0)( =− IA λ

0)det( =− IA λ



Eigenvalues of an n X n Matrix A.

The eigenvalues are also called the characteristic roots. Consider, for example, 

the following matrix A:

٣

The eigenvalues of A are 

the roots of the 

characteristic equation, 

or –1, –2, and –3.
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Eign vectors are obtained as 
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For all eign values and vectors
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These equations can be written in matrix form

Λ= VVA
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thus
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Then for a given system has a system matrix A and a state vector X

The diagonal system matrix Ad and state Xd
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Example 2: find the transformation into diagonal form and the  state transition matrix of example1
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Discus how to obtain the transformation matrix between two representation



Diagonal Canonical Form

٩



Alternative Form of the Condition for Complete State Controllability.

If the eigenvectors of A are distinct, then it is possible to find a transformation matrix

١٠

If the eigenvectors of A are distinct, then it is possible to find a transformation matrix

P such that



Controllability and Observability

•Determine and control the system state from the observation of 

the output over a finite time interval. 

•The concepts of controllability and observability were introduced 

by Kalman.

١١

by Kalman.

• They play an important role in the design of control systems in 

state space. 

•In fact, the conditions of controllability and observability may 

govern the existence of a complete solution to the control system 

design problem.



The vectors

are linearly dependent since

The vectors

١٢

are linearly independent since

implies that



Note that:

• if an nxn matrix is nonsingular (that is, the matrix is of rank n or the 

determinant is nonzero) then n column (or row) vectors are linearly 

independent. 

•If the nxn matrix is singular (that is, the rank of the matrix is less than n 

or the determinant is zero), then n column (or row) vectors are linearly 

dependent

To demonstrate this, notice that

١٣



CONTROLLABILITY

Or

A system is said to be controllable at time t0 if there exist a piecewise unconstrained 

continuous input “u(t)” (control vector) that will transfer the system from any initial 

state x(t ) to any other state (final state) in a finite interval of time; t t ≥0.

A system is said to be controllable, if every state variable of the process can be 

controlled to reach a certain objective in a finite time by some unconstrained 

control u(t)

١٤

state x(t0) to any other state (final state) in a finite interval of time; tf- t0 ≥0.

Complete State Controllability of Continuous-Time Systems



The system described by                                 is said to be state controllable at t=t0 if 

it is possible to construct an unconstrained control signal that will transfer an initial 

state to any final state in a finite time interval               

If every state is controllable, then the system is said to be completely state 

controllable.

١٥

Applying the definition of complete state controllability just given,



The system is completely state controllable if and only if the vectors

are linearly independent

is of rank nis of rank n



١٧

Another prove
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Observability

• Definition:

– For a dynamic system described by state variable

– The state x is said to be observable if for a given 

input u(t) within a finite time            and the 

output y(t) and by the knowing of system 

parameters (A,B,C and D) the initial state x(to) is      

determined

of
tt >
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It can be shown that this requires 

the rank of the nm*n matrix

If the system is completely observable, then, given the output y(t) over a time interval           

x(0) is uniquely determined from Equation

to be n.

٢٠

The system is completely observable if and only if the n*nm matrix

is of rank n or has n linearly independent column vectors. This matrix is called the

observability matrix.



Consider the system described by

٢١



Show that the following system is not completely observable:

٢٢



Diagonal representation of SS model and its relation to Observability and controlability and 
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Discuss the relation between Observability and controlability and the coefficient of B and C matrix 


