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Introduction  

}Does decidable mean solvable in practice? 

}Not if the solution requires inordinate amount of time or 

memory. 

}Computational complexity: 

}Time 

}Memory 

}Other resources 

}Starting with time, how to measure it, and problem 

classification 



Measuring Time Complexity  

}Example: 

 

 

 

 

 

 

}Number of steps required to solve it determines the 

amount of time required. 

}Worst-case analysis and average-case analysis. 

 

 



Time Complexity  



BIG -O Notation  



Example  

}f1(n) = 

}Asymptotic upper bound: 

 

 

 

 

 

}Another example:  

 

 



Small -O Notation  



Example  



Analyzing Algorithms  

 

 

 

 

}Given an input of length n. 

}Step 1: n steps to scan the input and n to reposition the head 

on the left, this gives 2n = O(n) 

}Step 2 and 3: repetitive scanning, each scan is O(n), crossing off 

two symbols, so a total of (n/2)O(n) steps required, that is 

O(n2) 

}Step 4: makes a single scan, that is O(n) 

}Total: O(n) + O(n2) + O(n) = O(n2) 



Classifying Languages  



Improving Time Complexity  

}Can we improve the time complexity of deciding A? 

}Yes, cross off two 0s and two 1s per scan. 



Verify M2 

}Verify that M2 works correctly. 



Analyze Time Complexity of M2 

}Every step takes O(n) 

}Steps 1 and 5 are executed once in O(n) 

}Step 4 takes at most 1+log2n 

}Total time of steps 2, 3, and 4 is (1+log2n)O(n), or 

O(nlog2n) 

}Total running time is O(n) + O(n log n) = O(n log n) 

 



Using Multiple Tapes to Decide A 

}A is decided in O(n), linear time, using two tapes. 

 

 

 

 

 

 

}The choice of the computational model affects 

complexity. 

 



Problem Classes: Class P  

(Polynomial Time)  


