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Introduction

} Does decidable mean solvable in practice?

1 Not if the solution requires inordinate amount of time or
memory.

} Computational complexity:
Time
Memory
Other resources

} Starting with time, how to measure it, and problem
classification



Measuring Time Complexity

} Example: 4 = {o*1%| k > 0}
M, = “On input string w:
1. Scan across the tape and reject if a 0 is found to the right of a 1.

2. Repeat if both 0s and 1s remain on the tape:

3. Scan across the tape, crossing off a single 0 and a single 1.

4. If Os still remain after all the 1s have been crossed off, or if 1s
still remain after all the Os have been crossed off, reject. Other-
wise, if neither Os nor 1s remain on the tape, accept.”

} Number of steps required to solve it determines the
amount of time required.

} Worst-case analysis and averagase analysis.



Time Complexity

Let M be a deterministic Turing machine that halts on all in-
puts. The running time or time complexity of M is the function
f: N—N, where f(n) is the maximum number of steps that M
uses on any input of length n. If f(n) is the running time of M,
we say that M runs in time f(n) and that M is an f(n) time Tur-
ing machine. Customarily we use n to represent the length of the
input.



BIG -O Notation

Let f and g be functions f,g: N/— R™. Say that f(n) = O(g(n))
if positive integers c and ng exist such that for every integer n > ng

f(n) <cg(n).

When f(n) = O(g(n)) we say that g(n) is an upper bound for
f(n), or more precisely, that g(n) is an asymptotic upper bound for
f(n), to emphasize that we are suppressing constant factors.



Example

b BN = 5nd4-2n%+22n+6
1 Asymptotic upper bound: fi1(n) = O(n°)

In addition, fi(n) = O(n*) because n* is larger than n® and so is still an

asymptotic upper bound on f;.

However, f1(n) is not O(n?)

} Another example:

Let fo(n) be the function 3n logon + 5n lééz log, n + 2. In this case we have
f2(n) = O(nlogn) because log n dominates log log n.



Small -O Notation

Let f and g be functions f,g: N'— R™. Say that f(n) = o(g(n))
if
f(n) _
"o gln)

In other words, f(n) = o(g(n)) means that, for any real number
¢ > 0, a number ng exists, where f(n) < cg(n) for all n > ny.



Example

. v/n =o(n).

. n = o(nloglogn).

1
2
3.
4
5

nloglogn = o(nlogn).

. nlogn = o(n?).
. n? = o(n3).



Analyzing Algorithms

A = {0*1*| k > 0}

M, = “On input string w:
1. Scan across the tape and reject if a 0 is found to the right of a 1.
2. Repeat if both 0s and 1s remain on the tape:
3. Scan across the tape, crossing off a single 0 and a single 1.
4. If Os still remain after all the 1s have been crossed off, or if 1s
still remain after all the Os have been crossed off, reject. Other-
wise, if neither Os nor 1s remain on the tape, accept.”

} Given an input of length.
Stepl:nsteps to scan the input andto reposition the head
on the left, this givesr2= O(n)
Step 2 and 3: repetitive scanning, each scanmg, €rpssing off
two symbols, so a total ofin(2)O(n) steps required, that is
O(n?)
Step 4: makes a single scan, that i8)O(
Total: O(n) + O(r?) + O(n) = O(r?)



Classifying Languages

Let t: N— R™ be a function. Define the time complexity class,
TIME(t(n)), to be the collection of all languages that are decid-
able by an O(t(n)) time Turing machine.

Recall the language A = {0%1%| k > 0}. The preceding analysis shows that
A € TIME(n?) because M; decides A in time O(n?) and TIME(n?) contains all
languages that can be decided in O(n?) time.



Improving Time Complexity

} Can we improve the time complexity of decidiAg
} Yes, cross off two Os and twis per scan.

M5 = “On input string w:

1. Scan across the tape and reject if a 0 is found to the right of a 1.

2. Repeat as long as some Os and some 1s remain on the tape:

3. Scan across the tape, checking whether the total number of
0s and 1s remaining is even or odd. If it is odd, reject.

4.  Scan again across the tape, crossing off every other 0 starting
with the first 0, and then crossing off every other 1 starting
with the first 1.

5. If no 0s and no 1s remain on the tape, accept. Otherwise,

reject.”

A € TIME(n logn)



Verify M,
+ Verify thatM, works correctly.



Analyze Time Complexity of M,

} Every step takes i

} Stepsl and 5 are executed once in @Y

1 Step 4 takes at mosk+log,n

1 Total time of steps 2, 3, and 4 i$Klog,n)O(n), or

O(nlogn)
} Total running time is Qf) + O(nlogn) = O(nlogn)



Using Multiple Tapes to Decide A

} Alis decided in Of), linear time, using two tapes.

M3 = “On input string w:
1. Scan across the tape and reject if a 0 is found to the right of a 1.

2. Scan across the 0s on tape 1 until the first 1. At the same time,
copy the Os onto tape 2.

3. Scan across the 1s on tape 1 until the end of the input. For each
1 read on tape 1, cross off a 0 on tape 2. If all Os are crossed off
before all the 1s are read, reject.

4. Ifall the 0s have now been crossed off, accept. If any Os remain,
reject.”

} The choice of the computational model affects
complexity.



Problem Classes: Class P
(Polynomial Time)

P is the class of languages that are decidable in polynomial time on
a deterministic single-tape Turing machine. In other words,

P = JTIME(n*).
k



